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ABSTRACT

The increasing public awareness of the negativeltieaffects of exposure to peak air pollution Isyel
particularly to the most sensitive population subwps like children and the elderly, has made shemin forecasts of
episodes of peak concentrations of air pollutarita bbcal level, increasingly necessary. The mdijective of the present
study is to develop a statistical model for predigta day in advance the daily maximum 1- hour agerambient ground
level ozone concentration for Maun town, using @pal component regression (PCR) technique. Thdiptar variables
are the precursor air pollutants of ground leveboe, namely, nitrogen oxides, nitrogen dioxide #rel previous day’s
ground level ozone concentration, on the one haadd meteorological variables that include wind spee
wind direction, relative humidity, surface temperat, atmospheric pressure and solar radiation. Ta¢a consist of
maximum 1-hour interval concentrations every daythe response and each of these predictor varsatdlected from 1
May 2014 to 30 September 2015. A biased regressiethhod of PCR is applied to try and minimise thebfgm of
multicollinearity, usually associated with multiptegression models. The detection of multicolliitgais performed by
using the Pearson partial correlation matrix, anariance inflation factor (VIF). Model assessmertl$oinclude the tests
for significance of individual regression coeffitie in the PCR model, the coefficient of deternmmaand F test to test
for the validity of the overall model. It is foutitht the estimated PCR model is based on prinapaiponents that are
highly correlated with maxima of the ozone concaian the day before, nitrogen oxides concentragiamd surface
temperature. Furthermore, wind speed, wind diretticelative humidity and nitrogen dioxide are idéatl as possible

causes of multicollinearity, in the available data.
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1. INTRODUCTION

Environment-related problems such as water angdiution have attracted much greater researchntitg in
the twenty-first century, than ever before. Ambidattdoor) air pollution is a major environmentaalth problem
affecting everyone in developed and developing t@s) a like [1]. In particular, as pointed out [y, the problem of air
pollution in cities has become so severe thatetliea need for timely information about changethi pollution level.
Nowadays, ozone is considered as one of the mgsifisaint air pollutants, owing to the fact thatseverely affects plant

tissues and human health [3].

According to [4], NOx and VOCs (especially non-nath hydrocarbons, NMHC) and carbon monoxide (CO) ar
among the most important;@recursors. Biomass burning is also a major soofcgace gases and particulates [5].
According to [5], in the CAPIA project, a threshaldlue of 40 ppb is used to assess the potendlabfidamage to maize
by ozone and, measured data show that this thiksbatxceeded over Botswana and on the South Afridighveld.
Also, [6] report that in Botswana, monitoring isgming at Maun where concentrations of 90 ppb amthédri are not
uncommon. These conditions, coupled with meteoickdgonditions that may interfere with the dispensof ozone in
the atmosphere or result in increased production poflutants, are conducive to the formation of azon

suggesting that ozone concentration over Botswaangicularly Maun, may be relatively high.

The influence of local climatic factors on groundieozone concentrations is an area of increasitegast to air
quality management in regards to future climatengka[7]. Several methods have been used for modelimbient
groundlevelQ@ concentrations. Among these methods, multiple finegressions have provided successful results in
modelling studies [8]. The key assumption of a pldtregression model is that the predictor vagaldre independent.
However, multiple linear regression models usubbye a problem of multicollinearity (collinearity the predictors),

a condition that is due to high correlations amongsme of the predictors in the model. The advesfect of
multicollinearity is that the resulting ordinaryakd squares (OLS) estimates of the regressioniciesitis of the correlated
predictor variables tend to have large samplindgamaes, which makes the estimates unstable. Thulicollinearity

leads to spurious results and, consequently, weonglusions of a study.

To try and minimise the problem of multicollinegribiased regression methods are applied. A bissg@ssion
method stabilises the partial regression coeffisi@fia model by introducing bias. The bias is eisged with a reduction
in the variance of the estimated coefficients, tserd is a gain that more than compensates fornttredse in bias [9].
In the statistical literature, amongst the most cmm biased regression methods like PCR, ridge ssime (RR) and
partial least squares (PLS) regression, the PCRappo be the most widely employed in the atmasplseiences.
For instance, [10] compare multiple linear regr@ssfeed forward artificial neural networks usingnpipal components
as inputs and, principal component regression &lipt next day hourly ozone concentrations usingraslictors air
pollutant concentrations of NO, NOx, on the onecdjaand hourly means of surface temperature, wirldcitg and
relative humidity. [4] Apply both multiple linearegression and principal component regression tgabsi to predict
concentrations at the ground level of the troposplas a function of several air pollutants and ovetlegical parameters.
More recently, [11] compare multiple regression aridcipal regression techniques to forecast twaédmn of ozone with
other 8 ambient atmospheric parameters as prediatiables over Peninsular Malaysia. Most recerffl?] use multiple
regression analysis and principal component aralgsihniques to develop models for the predictibmobumn ozone

concentrations with a few selected atmosphericrpatars as predictors for Peninsular Malaysia.
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Identifying an appropriate probability model to ddise the stochastic behaviour of extreme ambigmialution
level for a specific site or multiple sites forms iategral part of environmental management andupoh control [13].
In Botswana, monitoring of ambient air groundleezione by DWMPC is ongoing at a number of monitorgiigs.
However, the available literature does not shothére has been any systematic study on the detationinof suitable
statistical models for modeling concentrationsrmb#ent groundlevel ozone in any of the monitoritagiens in Botswana.
Therefore, the present study attempts to modebdagen advance the daily maximum 1-hour averageiemigroundlevel

ozone concentrations in the presence of precudrtants and local meteorological conditionsforuvia

2. DATA AND RESEARCH METHODOLOGY
2.1. Site Description

Maun is a tourist centre in Botswana, being theway to the pristine Okavango Delta. So, the marsageair
quality in the areas are under pressure from gowent, citizen, and other local businesses to mairgtdigh level of air
quality for the health benefits of the communityldn make the area attractive to tourists and ngsiness and industry.
The town has shopping centres, hotels and lodgesvels as car hire, and the busiest airport in Betsav
This monitoring site is located in the high motoehicle traffic near the main bus, taxi station ahé airport,
where the amount of nitrogen oxides emitted inmdtmosphere as air pollution can be quite higle. Sthtion is selected
because it consistently indicated very high lewal€oncentrations of ground level ozone. Furtheendhis particular
weather station is chosen based on availabilitigbiity and good quality of the data. In partiatl the data availability
for the site for the months of May through Augui®14, was 100%. However, data for 2014 or the peats were not

available.
2.2. Data Description

The data used for this study consist of 123 thdydaaximum 1-hour average ambient groundlevel ezon
concentrations of §) 3 precursor pollutants of groundlevel ozone,ogién oxides (NOXx), nitrogen dioxide (NO
the day before’ s peak groundlevel ozone conceéotratO.,), all measured in parts per billion (ppb) by vokim
and 8 meteorological variables, namely, wind spéatf), measured in meters per second, wind direcfid),
in degrees, relative humidity (RH), in percentagerface temperature (T) in degrees Celsius, atnesiEplpressure
(P), measured in millibars and solar radiation ({Rgasured in Watts per square meter. These data otained from
DWMPC, Ministry of Environment Wildlife and TourisnBotswana. Datasets from the DWMPC are considerdz of

high quality, with no long periods of missing vaduever the study period.
2.3. Principal Component Regression Model

For dayt,t =1,2,3,...,12:, denote by Ythe maximum groundlevel ozone concentration, with predictor

variablesQq..,, WS,WD,, T, RH, P, R, NOx and N@s defined before.Principal components regressiariegression

technique that is based on principal componentyaisalPCA). Without loss of generality, let us denthe original

predictor variables by, X,,..., Xp. PCA is a multivariate technique that seeks tolampthe variance-covariance

structure of thep original variablesX,, X,,..., Xp, through a few uncorrelated linear combinatiods, Zz,...,Zp,
of the original variables. The basic idea behindRR€to calculate the principal components and thensome of them as

predictors in a linear regression model fitted gsthe ordinary least squares (OLS) method. PCR roamimise
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multicollinearity by excluding some of the low-vainice principal components in the regression model.

To construct the PCR model in matrix form, we staith the usual multiple linear regression modelegi by
Equation (1).

y(n)d.) = X(nxp)ﬁ( pA) + e( nk) (1)

where n is the sample sizy, is a vector of values of the dependent variablejs a matrix of predictor
variables, which has a multivariate distributiorthwinean vectop and covariance matrix, B is a vector of regression

coefficients ance is the error term. The key assumptions of the rhade (i) a linear relationship between the respons
variable and the predictor variables, (ii) the ipeledent variables are not highly correlated witbheather and (jii) the

errors are jointly normally distributed independewnériables with a mean of zero and constant vaeianc

The OLS estimator op is given byfi = (X'X )_lX'Y . It must be noted that the variables considerethénpresent

study are expressed in different units of measunénie correct for the varying units of the variebland also allow for
the independent variables to be treated as eqimjpprtant, all the independent variables are sésteddardised by

subtracting the mean of each variable from theéabér and then dividing by the corresponding stashddeviation,

so that that all the variables have mean zero amtl variance. and, as a result of standardisafoX = R .

Effectively, this means that the principal compdremalysis is performed by using the correlatioririm& of the original

data.Thus, to obtain the PCR model, we transfieroriginal variablesX,, X,,..., Xp, to the principal components ,
Z,,Z,,...,Z,, using Equation (2).

X X (my = Pl oD paP o) = Z (0% (o )

Where D is the diagonal matrix of the eigenvalues XX , P is the eigenvector matrix o)X X
(and is orthogonal aP P=1) and,Z is a matrix of the principal components, Z,, ...,Zp, with successively smaller
variances so thavar(Z,)=var(Z,)=,...,varg, , where z; =, x+LB,; %+..+ B, %, j=12,...,p.
Therefore, the PCR model to be used for prediatifaime maximum 1-houraverage groundlevel ozone eatnation a day

in advance, Yt, is given by Equation (3).

Yo=az, +a,z, +..+a, 7, EL2,.1 (3)

wherez, denotes the score on tifegrincipal component on day §,=1,2,3,...p andt =1,2,...1n.
2.4, Detection of Multicollinearity
2.4.1. Examination of Partial Correlation Coefficient

To examine relationships between environmentakdes, which are inherently highly correlated sibetter to

use pair wise partial correlation coefficients eatthan ordinary correlation coefficients, whicldicate how much each

variable uniquely contributes to the coefficientdeterminationR?, over and above that which can be accounted for by

the other predictorsThe partial correlation coefficient between varea; andX; i # j =1,2,...p, holding all the other
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variables constant is given Equation (4).

S

Tl (4)

where i =r i £j=1,2,...p,is the(i,j)™ element of the inverse of the correlation maRief X,R™* = [pi].

ji!
Generally, a (partial) correlation coefficient éfl@ast 0.80 is an indication that multicollinegnibay exist.

2.4.2. Variance Inflation Factor

The VIF is a measure of how much the variance efdstimate of the ordinary least squares (OLS)ession
coefficient is being inflated by multicollinearit@iven a set op predictor variablesX,, X,,..., Xp, the VIF for the

j™ variable is obtained by regressiXgon all the remaining predictor variables in thedelp and is given by Equation (5).

1 .
VIF. =——,)=12,..,
iT1-R J p

I )
WhereRj denotes the coefficient of determination of theresgion model of; on all the other predictors.

A value ofVIFj =10 (or tolerance (=1/VIF) value less than 0.1) roughbjicates significant multicollinearity.

2.4.3. Eigenvalues of the Correlation Matrix

The eigenvalues ofR, denoted byA,A,,....1

Ap and usually ordered in decreasing magnitude,

can be used to study the correlation structur® ofvhose full rank is given by the total number of #igenvalues.

When there is no multicollinearity, the eigenvaIJJ?sj =1,2,...p, will all be equal to 1. A zeroij indicates linear
dependency and an eigenvalue close to zero indieatear linear dependency [14].
2.4.4. Determining the Number of Components

One of the tools for determining the number of gipal components to be used for further analysie msxamine
the cumulative proportion to determine the amourft @riance that the principal components explain.
Retain the principal components that explain aneptable level of variance, depends on the appdioati
For example, if we want to perform further analysesthe data, we may want to have at least 90%h@fvariance
explained by the principal components. We can ake eigenanalysis method, which uses the sitieeogigenvalue to
determine if its associated principal componenughbe included for further analyses. Using thes€aicriterion, we use

only the principal components with eigenvalues tratgreater than 1.

A widely used tool for deciding on the number ofnpipal components to retain in a PCA is the squke
obtained by plotting ordered pairs of valgteij),j =1,2,...,p. The basic rule is to select the components insteep

curve before the first point that starts the lirend.
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2.4.5 Assessing Model Adequacy

To test whether there is sufficient evidence oinadr relationship of an individual predictor armt tresponse

variable, we test the hypothesis: §; = 0 against the alternativé,: §; # 0 forj = 1,2,...,p.

UndeiH,, the student’s t statistic is defined by Equatién

bj

= ety ~th-p-1 (6)
and, the null hypothesis is rejected in favourhaf alternative if the calculated t value is impigadarge.
The F-test is used to check for the validity of dwerall model. That idf,: g, = g, = - = B, = 0 against the
alternativel,: Atleast onef; # 0 for j = 1,2,...,p. The test statistic is given by
MSR
F= MSE ~Fp; n—p-1 )

Where MSE and MSR denote the mean square for emor mean square for regression, respectively.

The decision rule is to reject the null hypothesisavour of the alternative if the calculated Hueain (7) is improbably

large. The overall model is further validated bysidering the Coefficient of determinatioR%) defined by

382 ¥ -Y)?
R2 =1- - t=1 — — t,:11
> (Y, -Y)? (Y- V°
t=1 t=1 (88.)

WhereY, is the observed ozone concentration at tim¥ is the predicted ozone concentration at tifmend N

is the number of observations. The coefficient etedminationR? in Equation (8a), and the adjusted r-squal%ﬂgj2 give

in Equation (8b), give the proportion of the totakiability in the respons¥ explained by the fitted regression model.

The adjusted R-squared provides an adjustmenhéodégrees of freedom.

(1—R2)(n—1)}

2 =]1-
R [ n-k-1

(8b)

Wheren = the number of sample observatiof =coefficient of determination ank =number of independent

repressors.

3. RESULTS AND DISCUSSIONS
3.1 Time Series Plot of the Data

Figure 1 shows a time series plot of the daily nmaxin 1-hour average ambient groundlevel ozone cdratems
for Maun for the study period. From the figure, tiogportant to notice is that during August 201 threshold value of
40 ppb used in the CAPIA project to assess thentiateisk of damage to maize by
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Figure1: Time series plot of daily maximum groundlevel ozone concentrtions for Maun, 1 May - 31 August, 2014

Figure 1

Ozonewas exceeded over Maun about 10 times. The higlaéigt 1-hour average ; concentration of 53.079 ppb
occurred on the 2Bof August 2014 (day 120). Also, the month of Augesperienced most variability in the daily pe
0zone concentrations.

3.2. Detecting Multicollinearity

3.2.1.Examination of Pairwise Partial Correlation Matrix

Fromthe matrix of pairwise correlatis for predictor variablegnot presented in the pap, it can be seen that
some of the predictor variables are highly coreslatven after controlling for the effects of other predictors.

For example when the other predictor variables kept constant, the correlation between WD WS is positive and
very high (T, =0.945). A similar observation can be made abcRH and NO, with Iz, =0.802.

Also noteworthy is that the partiabrreation between N@and NG, is fairly strong 39, = 0.631) .This is to be expected
as nitrogen oxides (NOx) in the ambient air congisimarily of nitric acid (NO) and nitrogen dioxid@NO,)
(i.e., NOx=NO+NQ). These results shv that some of the predictor variabin this studyare highly correlated, which is
sign of the possibility of the existence the prablef multicollinearity

3.2.2. Variance Inflation Factor

Results in Table tlearly show that the VIF values fthe variabledVS, WD, RH and NO2 are each larger tl
the threshold value of 10, indicating that a higlgrte of multicollinearity exists a may be due to these variab
These results confirm those of the partial cori@atinalysis and the VIF tf the problem of multicollinearity amonc
some predictor variables in this dataset existeréfore, to control anminimize theeffects of multicollinearity we model

the Maun daily maximum ground lev@tone data using the principal component regregsithmique
3.3.Principal Component Regressio

For these reasorstated earlier ¢, the covariance matrix is scaled so that the gralccomponent analysis

performed by using the correlation matrix. Table ghows the principal components computom the correlation matrix.
3.3.1.Determining the Number of Component

The matrix of weights of the principal componerasnputed from the correlaticmatrix has not been provided in
this paper for a lack of spaddowever,it must be noted that the magnitudes of the coeffisiaiso dependents on t
variances bthe corresponding variablesnd, to achieve a simple structure that makes int¢gapon of the principe
components as intuitively as possible, a rotatibthe exes (dimensions) of the first few selected printgamponents i

carried out using the varimax rotation, a plar orthogonal rotation method.
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We discuss the results of the varimax rotation {@imed in Table 3) of the selected five principainponents in
the sequel before fitting the PCR model.

To determine the minimum number of principal comgrus that account for most of the variation in daga,
we use the eigenanalysis of the correlation madrid the Scree plot, shown in Table 2 and Figuree8pectively.

In Table 2, the eigenvalues of the principal congras show that the data has the largest variaoncg ahe component 1

axis and the second largest variance along theadxdemponent 2, and so on. Principal componéptalone contributes
67.3% to the total variance in the original varéhlfollowed by the™ highest of 22.2% by, . The principal components
Z, through Z; have eigenvalues&]j >1. Thus, using the Kaiser criterion, we would usly dhe principal components with

eigenvalues that are greater than 1, the firstificipal components. Howevergthrough Z; contribute increasingly very
little or nothing to the total variance. and, cuativiely, the first 5 components contribute 98.9%He variability in the
original variables. Hence, on balance, only th&t fir principal components should be retained fahér investigation.

To further help in the choice of the number of pial components to be selected for inclusion i ittodel,
the scree plot for the data on the predictor végm the present study is given in Figure 2. dbemsbly, an elbow occurs
at dimension j=3 in the scree plot but, the slopehe graph becomes fairly constant afﬂgr and all the following
eigenvalues become relatively small and about dingessize. Therefore, it is decided that the firptiBcipal components,
Z throughZ;, should effectively explain the total variancethe original variables. Consequently, we fit a pigal
regression model of O3 on the principal componepts,

PCcs

180

Variances
100

= ~__

—_—
— - e ——— o s — o o
T T T T T T T T 1

1 =2 = <4 £ = r = L=

Figure 2: Screen Plot of Precursor Ambient Air Polutants and Meteorological Variables for Maun

As mentioned before, to aid in the interpretatibprincipal components, we performed a varimaxtiotaof the
selected first five principal components. The nadile for the varimax rotation is to produce axeth\aifew large loadings
and as many near-zero loadings as possible. Loading regarded as correlation coefficients betwbenoriginal

variables and their respective principal componendth the loading for principal componert given by

= ej\/T,j =1,2,...,p. Inthe present study, the loadings are expectedetodny similar to the principal component
scores since all the variables have equal (unitjamee. The results in Table 3 show that the fppahcipal Z

correlates almost perfectly withsy) That is, it increases with the previous day’s pgadundlevel ozone concentration.
So, this component mainly measures background dfeuwel ozone concentration at the monitoring statio
This result seems to indicate that groundlevel ezmmcentrations are persistent so that the culeeet of concentrations
are most likely to build on the previous day’s pegkundlevel ozone concentration. The second gratoctomponent

increases with decreasing concentrations of nittoghoxide NQ and, to a less extent, relative humidity,
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RH. This means the second compon&ntprimarily measures the concentration of ambientnitrogen dioxide and
relative humidity at the monitoring site. Thus, gagwo air pollutants vary together. Similarly, tidrd component is

highly correlated with only one predictor variabNQX, indicating thazgincreases with nitrogen oxides. So, primarily

measures ambient air concentration of oxides obgén at the station. Likewise, compone#jgnd Z mainly measure

wind direction and surface air surface temperat@spectively.
3.3.2. Fitting the Principal Component Regression Mdel

A summary of the results of fitting the principalneponent regression model of 6n the principal components,
Z,Z, Z, 7z and Z are contained in Table 4. The large value of Fqpwith a p-value: < 0.001 is enough evidence that

the overall model is valid. In additioR? = 0.8019 and Rﬁd]-=0.7934 both show that a high proportion

(about 80%) of the variability in the concentratmirambient air groundlevel ozone in Maun is expdai by variability in
the components, z; andz;. However, the t test for significance of the indival components suggests tigtand Z;

individually is not significant. This means thatihcontribution in the formation of O3 is not impent and, therefore,
they can be excluded from final the model. Cleathg results suggest that there are three impodamiponents for
forecasting a day in advance the daily maximum drlawerage groundlevel ozone for Maun componets,az; andzs,

all of which are highly significant with a p-value:0.001 each. Therefore, the estimated PCR maddbfecasting one

day in advance the daily maximum 1-hour averagergitevel ozone for Maun is given by Equation (9) as
053 = 0.83297z; + 0.90783z3 + 0.91919z4 (9)
4. CONCLUSIONS

This paper presents a principal regression modefdiecasting a day in advance the daily maximutmor
average groundlevel ozone for Maun using precuastrient air pollutants for ozone and local meteagiwlal conditions
as predictor variables. The model minimises theat$f of multicollinearity amongst the predictordyieh is inherent in
environmental data, by excluding some of the lowarace principal components. It is found that eatied PCR model is
based on principal components that are highly tated with three predictor variables: the day befogroundlevel ozone
concentration, concentrations of nitrogen oxidesl @umrface temperature. The estimated PCR equatioeasy to

implement and can be adapted to other air pollutionitoring stations around Botswana.

There are two limitations of the study. First, dataother important variables contributing to grdievel ozone
formation, like VOCS and carbon monoxide are cutyenot measured at the station. Secondly, datatHersummer
months were not available, at least at the timeatiEcting the data for the study, and the avadatdta were for only 4
months. However, the results of this study havehligbted the important relationship between groemdl ozone

concentrations and local ambient air pollution Isxand meteorological conditions in the study area.

Table 1: Individual Multicollinearity Diagnostics for Air Pollutants and Meteorological Parameters

Variable | O3y WS WD T RH P R NO, NOy
VIF 1.8336 | 17.4160] 15.2253 1.5152 17.64(8 1.946305¥ | 13.6290| 1.9826
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Table 2: Matrix of Weights of the Principal Componets Computed from the Correlation Matrix

Component PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9

: A
Eigenvalues !

171.607 | 56.620] 14.750 5.304 3.903 1.866 0.779 0.090010

Proportion of Variance 0.673 0.222 0.058 0.01 H.010.007| 0.003] 0.000 0.00

O

Cumulative Proportion 0.673 0.895 0.958 094 0.989.997| 1.000f 1.000 1.000

Table 3: Varimax Rotation

4 %5 4 4 %

O3.t.1. | 0.999 - - -
WS - - - -0.154 -
WD - - - -0.946 -

T - - - 0.123 | -0.930
RH - -0.566 | -0.176 - 0.121
P - - 0.118 0.248 0.325
R - - - - -
NO2 - -0.812| 0.253 - -0.107
NOx - 0.105 0.942 - -

Table 4: Estimates of the Air Pollutants and Meteoological Parameters Based on the PCR Model

Variable Estimate Std. Error t value P-value
Intercept -166.68938 95.15875 -1.752 0.082
Z 0.83297 0.04075 20.442 < 0.001 ***
Z, -0.08170 0.07094 -1.152 0.252
Z 0.90783 0.13899 6.532 < 0.001 ***
Z, 0.05694 0.23179 0.246 0.806
Z 0.91919 0.27019 3.402 < 0.001 ***
Significance codes: 0 ***' 0.001 **' 0.01 * (60."0.1"'"' 1
Residual standard error: 5.896 on 117 degreegeflm, Multiple R-squared: 0.8019, Adjusted R-sedia®.7934
F-statistic: 94.7 on 5 and 117 DF, p-value: < 0.001
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